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Abstract
Objectives In some services involving social and emotional needs (such as psychological counseling), people seem 
to prefer human services over AI. Exploring the psychological mechanisms behind this preference can help increase 
people’s acceptance of AI-based psychological counseling. This study aims to explore the differences in people’s 
consultation intention for human versus AI across different counseling scenarios, as well as the role of trust (including 
cognitive and emotional trust) between humans and AI.

Methods A total of 477 participants (297 in Study 1 and 180 in Study 2) were randomly assigned to different groups 
for counseling imagination tasks and then completed self-report questionnaires.

Results The results of Study 1 demonstrated a significantly higher consultation intention towards human counselors 
in social emotional scenarios, while no significant preference was observed in cognitive analytical scenarios. Study 
2 replicated the findings of Study 1, and further revealed that: (1) cognitive and affective trust played a multiple 
mediating role between counselor type and consultation intention in social emotional scenarios; (2) there existed a 
suppressing effect in the relationship model between cognitive trust, counselor type, and counseling intentions in 
cognitive analytical scenarios; (3) psychological counseling scenarios moderated the relationship between cognitive 
trust/counselor type and consultation intention.

Conclusion These findings offer practical guidance for the development of AI-driven psychological consultation 
products and carry theoretical implications for research pertaining to human-AI interaction.
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Introduction
The scarcity of human resources has presented a prob-
lem in the field of psychological health services for a sig-
nificant period, prompting the exploration of integrating 
Artificial Intelligence (AI) into psychological counseling 
as a promising area. Various studies had demonstrated 
the effectiveness of psychological health counseling chat-
bots, such as Woebot and Gabby, in mitigating symptoms 
of depression and automating certain elements of clini-
cal therapy [1, 2]. Moreover, these applications exhibited 
perspective in terms of efficiency and cost-effectiveness 
within the realm of online self-help interventions [3]. 
Such researches provided positive evidence for the prac-
tical implementation of AI in psychological counseling 
services.

However, numerous doubts and concerns persisted 
among individuals regarding the utilization of AI for 
addressing psychological problems, thereby fostering a 
sense of distrust in AI and influencing their intention to 
utilize it [4–6]. Consequently, it was imperative to delve 
into people’s avoidance responses in various psychologi-
cal counseling scenarios, along with investigating the 
underlying mechanisms and conditions that influenced 
their intention to use AI-driven psychological counseling.

Algorithm aversion and consultation intention
People’s intention to utilize AI products has not been 
particularly robust, despite the evident advantages of 
AI across various domains. Philosopher Bostrom (2014) 
expressed concerns regarding potential disasters arising 
from machines making decisions on behalf of humans, 
while Elon Musk referred to the ascent of automated 
machines as the “biggest existential threat” to humanity 
[7, 8]. Some empirical studies have also indicated that the 
general public prefers human decision-making over AI 
decisions [9–11].

The tendency to reject AI products may be due to 
“algorithm aversion.” Algorithms refer to a series of com-
putational steps and rules employed to solve problems 
or accomplish tasks [12]. Algorithms are the core com-
ponents of AI systems as they can process large amounts 
of data, extract useful information, and make appropriate 
decisions or generate corresponding outputs, allowing AI 
to mimic or even surpass human performance in certain 
tasks. Numerous studies have identified the phenomenon 
of “algorithm aversion” across different AI application 
scenarios [13–15]. The aversion to algorithms manifests 
in the cognition and affective responses of individuals 
[16]. Specifically, individuals display a sense of distrust 
in the capabilities of algorithms and experience negative 
emotions when utilizing algorithm decisions or encoun-
tering their outcomes [14], even resorting to moral blame 
[17]. For instance, in the healthcare domain, patients 
harshly criticized doctors who sought advice from 

algorithms instead of consulting their peers [18]. When 
evaluating completely identical artworks, individuals 
exhibit a stronger preference for those created by humans 
rather than algorithms [15].

Limited contact with algorithms leads to an asymme-
try in perception wherein individuals perceive algorithms 
as lacking in good decision-making abilities. The short 
history of interaction between humans and algorithms, 
along with the nontransparency and unexplainability 
of algorithms, reinforces the sense of distance between 
humans and algorithms [19]. This perceptual asymmetry 
in algorithm transparency weakens people’s confidence in 
understanding algorithm decisions, resulting in an objec-
tive lack of understanding of algorithms and a subjective 
underestimation of their own level of understanding. As 
a result, resistance to algorithms is reinforced [6, 20, 21]. 
Additionally, individuals often exhibit skepticism towards 
the professional competence of algorithms, perceiving 
that algorithm decisions perform worse than those made 
by humans [22]. For instance, the reason why people are 
often unwilling to follow medical algorithm recommen-
dations is that they fail to perceive algorithms as possess-
ing the professional medical competence to provide good 
suggestions [23].

People also exhibit resistance towards algorithms due 
to a perceived deficiency in “experience.” The Mind Per-
ception Theory presents the notion that individuals tend 
to deconstruct the concept of “mind” into two dimen-
sions: perceived agency and experience [24, 25]. Agency 
refers to the ability for analysis and reasoning, while 
experience involves the capacity for feeling and empa-
thy. Researchers propose that although people might 
acknowledge algorithms surpassing human intelligence, 
they still regard “experience” as an exclusively human 
trait [26]. In other words, people generally believe that 
human problem-solving approaches are more flexible 
and humane, whereas algorithmic approaches are more 
mechanistic and devoid of affective qualities. Psycho-
logical counseling processes have distinct social char-
acteristics, such as emotions and interactions, which 
significantly influence individuals’ willingness to con-
tinue counseling [27]. From the perspective of the Mind 
Perception Theory, if individuals perceive a deficiency 
in the experiential dimension of algorithms, they may 
negate their humanity and consequently resist engaging 
in equal interaction with algorithms.

Based on these reviews, the present study hypothesized 
that:

Hypothesis 1 People’s consultation intention toward 
human counselors was significantly higher than with AI.
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Cognitive and affective trust as parallel mediations
Trust promotes the client’s consultation intention
Trust is essential in traditional psychological counseling. 
The Social Exchange Theory posits that the exchange of 
benefits in social interactions is a voluntary action, and 
these benefits are not generated based on calculations 
but rather founded on trust [28]. In traditional psycho-
logical counseling, trust plays a vital role in establishing 
a therapeutic alliance and serves as an inherent mecha-
nism for effective therapy [29]. When a trusting relation-
ship exists between clients and counselors, they are more 
inclined to engage in genuine dialogues, express their 
inner concerns, and readily accept advice and support 
from the counselors.

Emotional trust and cognitive trust in psychological 
counseling
The trust in psychological counseling includes emotional 
trust and cognitive trust. Traditional research on inter-
personal trust suggests that trust is a multidimensional 
concept, related to the characteristics, intentions, and 
behaviors of the interacting entities [30, 31]. These con-
cepts of interpersonal trust have been extended to the 
relationship between humans and technology [4, 32, 33]. 
For example, Choung et al. focused on anthropomorphic 
trust (benevolence and integrity) and functional trust in 
AI [4]. Huang et al. further classified interpersonal trust 
in the organizational field and differentiated AI trust into 
cognitive trust and affective trust [34]. It suggests that 
trust, whether between individuals or between humans 
and AI, can be primarily summarized into two dimen-
sions: the rational perception of information accuracy, 
objectivity, and reliability provided by the interacting 
entities, and the perception of the social and emotional 
aspects of the interacting entities [34–36]. Thus, this 
study adopts the classification of cognitive trust and 
affective trust in human-AI counseling proposed by 
Huang et al. (2023) [34]. Cognitive trust refers to peo-
ple’s confidence in the competence and reliability of the 
service provider, while affective trust is more rooted in 
emotional communication and connection between the 
individual entities [31, 34].

Trust between humans and trust between humans and AI
Trust is important, but people seem to be more willing to 
trust humans rather than AI in certain tasks. Trust also 
aids in facilitating people’s intention to seek counseling 
in AI counseling scenarios [37]. Studies on human-com-
puter interaction have found that trust increases people’s 
reliance and cooperation levels with AI, as well as pro-
motes acceptance of AI as a cooperative partner [38–40]. 
Many studies suggest that empathy, personalization, and 
explainability in AI can enhance people’s trust in it [5, 19, 
41], but building trust becomes challenging when people 

realize they are interacting with AI. The Machine Heu-
ristic Model posits that when people perceive they are 
interacting with a machine rather than a human, they 
automatically activate stereotypes about machines [42]. 
While people may accept that AI surpasses humans in 
terms of capabilities, they still view “feeling” as an exclu-
sive human trait [43]. Additionally, human-AI interac-
tions increase the uncertainty of the interaction [44]. 
When faced with uncertain situations, people tend to 
raise their expectations for trust [37, 44], which can lead 
to distrust in AI and subsequently refusal to utilize AI-
driven psychological counseling. Therefore, people may 
exhibit varying degrees of emotional and cognitive trust 
toward human and AI counselors, which in turn can 
influence their willingness to engage in counseling.

Based on the previous reviews, this study hypothesized 
that:

Hypothesis 2 Cognitive trust and affective trust were 
proposed as parallel mediators in the relationship between 
counselor type (human/AI) and consultation intention.

Social emotional scenario as a moderator
According to the Task-Technology Fit Theory, a positive 
impact on outcomes is observed when there is a match 
between the characteristics of a technology and the fea-
tures of a task [45]. The problem-solving approaches 
employed by humans are considered to be more flex-
ible and compassionate, whereas AI is viewed as a tool 
capable of assisting in data analysis and processing but 
lacking the ability to handle individualized or exceptional 
situations due to its mechanistic processing patterns and 
limited emotional understanding [46]. For instance, in 
tasks characterized by a mechanical nature such as work 
assignment and scheduling, AI decisions are believed to 
be equally fair and reliable as human decisions. How-
ever, in more human-centric tasks like employee recruit-
ment and job evaluations, AI decisions are perceived as 
less fair, less reliable, and more likely to elicit negative 
emotions compared to human decisions [47]. Addition-
ally, research indicates that regarding subjective matters 
like dating advice, people tend to seek recommendations 
from humans, whereas for objective matters like eco-
nomic advice, AI suggestions are favored [48]. In other 
words, individuals’ intention to utilize AI is influenced 
by the specific task at hand, with a preference for human 
advice in subjective and human-centric affairs.

In AI psychological counseling, people’s intention to 
seek advice may vary depending on the emphasis on cog-
nitive analytical or social affective issues. Educating the 
public about mental health knowledge and providing 
psychological counseling support are vital components 
of the social mental health service system [49, 50]. In 
knowledge education scenarios that emphasize cognitive 
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analytical aspects, such as concepts, theories, and princi-
ples in the field of psychology, AI may be highly applica-
ble due to its rational and objective cognitive capabilities. 
Conversely, in psychological counseling scenarios that 
emphasize social emotional analysis, such as address-
ing personal-centered emotional distress, psychological 
stress, interpersonal relationships, and coping strategies, 
people not only expect counselors to possess professional 
competence but also seek social and emotional support. 
As a result, they may exhibit higher resistance towards 
AI.

Based on these perspectives, this study refers to Wirtz 
et al.‘s (2018) research on service robots and categorizes 
psychological counseling scenarios into cognitive ana-
lytical and social emotional ones [51]. The present study 
proposes the following hypotheses:

Hypothesis 3 Psychological counseling scenarios moder-
ated the relationship between the counselor type (human/
AI) and consultation intention.

Hypothesis 4 Psychological counseling scenarios mod-
erated the relationship between the cognitive trust and 
consultation intention.

Hypothesis 5 Psychological counseling scenarios mod-
erated the relationship between the affective trust and 
consultation intention.

The current study
There have been a number of binary comparison stud-
ies on AI-human decision preferences, uncovering the 
phenomenon of people exhibiting a certain degree of 
aversion towards AI [11, 26, 47]. As AI psychological 
counseling is a potential direction for AI applications, 
further research is needed to explore this phenomenon, 
particularly considering its emphasis on the unique 
nature of cognitive, social, and emotional interaction 
between humans and AI. Therefore, Study 1 aims to pre-
liminarily explore people’s consultation intention with 
humans/AI and any differences therein. Study 2 aims 
to validate a moderated mediation model in order to 

explore the underlying mechanisms and conditions of 
people’s consultation intention with humans/AI. The cur-
rent study can help us explore the optimal application 
potential and future development directions of AI-based 
psychological counseling, considering the current level of 
AI development and people’s cognitive characteristics.

Study 1: a preliminary exploration of the 
consultation intention to human/ai in different 
psychological counseling scenarios
Methods
Participants
The current study utilized the online survey platform 
“Wenjuanxing” to distribute the experiment. A total of 
319 participants were recruited, and 297 (93.1%) valid 
responses were obtained after eliminating data that did 
not pass the attention check items. In the sample, there 
were 102 males (34.3%) and 195 females (65.7%), see 
Table 1. The participants were aged from 17 to 35 years 
(M = 22.28 years, SD = 2.54). The participants were ran-
domly assigned to the following groups: Human-social 
emotional group (n = 76), Human-cognitive analytical 
group (n = 76), AI-social emotional group (n = 69), and 
AI-cognitive analytical group (n = 76). All participants 
voluntarily participated in the experiment and provided 
informed consent.

Procedure
Study 1 consisted of four experimental groups, Human-
social emotional group, Human-cognitive analytical 
group, AI-social emotional group, and AI-cognitive ana-
lytical group. Participants were randomly assigned to one 
of these groups by computer. As shown in Fig. 1, firstly, 
participants were provided with an overview of the 
study’s objectives and informed consent was obtained. 
Next, in the main experiment, participants were sequen-
tially presented with the brief introduction of the coun-
selor type (Human/AI), problem scenario materials, and 
response materials. Thirdly, to ensure that participants 
had read and understood the scenario materials, partici-
pants were asked to answer a manipulation check items 
(e.g., “In the introduction of Mr. Wang, Is Mr. Wang 
human or AI robot?” 1 = Human, 2 = AI robot). If the 
question was not answered correctly, the participant’s 
data would be rejected. Finally, participants were given 
a questionnaire to gather demographic information and 
assess they consultation intention.

The social emotional scenario in Study 1 revolved was 
a psychological health problem caused by a break-up 
(e.g., “You were fell in love with your partner for three 
years but recently he/she suggested breaking up. You feel 
very sad… As time passed, you become more and more 
depressed, and begin to experience anxiety and self-
doubt. So, you seek advice from Mr. Wang to help you get 

Table 1 Description of sample characteristics
Study 1 Study 2

Sex
 male 102 (34.3%) 68 (37.8%)
 female 195 (65.7%) 112 (62.2%)
Age 22.28 ± 2.54 21.11 ± 2.40
Profession
 Student 28 (70.4%) 113 (62.8%)
 Enterprise staff 59 (19.9%) 43 (23.9%)
 Freelance work 209 (9.5%) 24 (13.3%)
Total 297 180
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through this terrible time”). The cognitive analytical sce-
nario was related to counseling about “What was expo-
sure therapy”. In the current study, response materials 
were generated by Chat GPT 3.5.

Measures
Consultation intention scale. Consultation intention scale 
was adapted from previous researches and measured 
using three items [52, 53]. For example, “I am very will-
ing to accept (AI or human’ name)’s answer”, and “If there 
are other relevant questions, I am willing to continue to 
further communicate with (AI or human’ name)”. Each 
item was rated on a 7-point Likert scale ranging from 
1 = strongly disagree to 7 = strongly agree. The scale dem-
onstrated good internal consistency reliability with Cron-
bach’s α coefficients of 0.88 in study 1.

Statistical analyses
Study 1 aimed to preliminary explore the differences 
in individuals’ intention for counseling to human vs. 
AI counselors. Therefore, independent samples t-tests 
were conducted on the data from the human and AI 
groups separately, in both social emotional scenario and 
cognitive analytical scenarios. Additionally, to ensure 
the robustness of the results, the participants’ gender 
(male = 1, female = 2) and age were included as covariates 
and analyzed using analysis of variance (ANCOVA).

Results
In the social emotional scenario, the independent samples 
t-test revealed that consultation intention in the human 
group (M = 5.58, SD = 1.08) was significantly higher than 
AI group (M = 5.01, SD = 1.10), t (1, 143) = 3.18, p < 0.01, 
Cohen’s d = 0.53. After controlling for gender and age, the 
ANCOVA results showed that consultation intention in 

the human group remained significantly higher than AI 
group, F (1, 141) = 10.06, p < 0.05, η² = 0.07.

In the cognitive analytical scenarios, the indepen-
dent samples t-test revealed that consultation intention 
in the human group (M = 5.91, SD = 0.90) was signifi-
cantly higher than AI group (M = 5.68, SD = 0.85), t (1, 
150) = 1.59, p = 0.11, with Cohen’s d = 0.26. After control-
ling for gender and age, the ANCOVA results showed 
that consultation intention in the human group remained 
no significantly with AI group, F (1, 148) = 2.25, p = 0.14, 
η²=0.02.

The preliminary findings of study 1 confirmed hypoth-
esis 1, indicated that even when AI and humans provided 
the same answers in the social emotional scenario, indi-
viduals’ intention for counseling with human counselors 
was significantly higher than AI. However, no such dif-
ference was found in the cognitive analytical scenario. To 
further enhance the robustness of the results obtained 
in study 1, study 2 expanded on the counseling scenario 
and delved into the underlying mechanisms by examin-
ing the mediating roles of cognitive and affective trust, as 
well as the moderating effect of psychological counseling 
scenarios.

Study 2: exploring the mechanisms of consultation 
intention
Methods
Participants
Study 2 utilized the online survey platform “Wenjuanx-
ing” to distribute the experiment. A total of 185 partici-
pants were recruited, and 180 (97.3%) valid responses 
were obtained after eliminating data that did not pass the 
attention check items. In the sample, there were 68 males 
(37.8%) and 112 females (62.2%), see Table  1. The par-
ticipants were aged from 17 to 31 years (M = 21.11 years, 
SD = 2.40). The participants were randomly assigned to 

Fig. 1 Flow chart of the experiment
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the following groups, Human-social emotional group 
(n = 49), Human-cognitive analytical group (n = 43), AI-
social emotional group (n = 45), and AI-cognitive analyti-
cal group (n = 43). Participants voluntarily participated in 
the experiment and provided informed consent.

Procedure
The procedure for study 2 was the same as study 1. In 
study 2, the social emotional scenarios consisted of psy-
chological health problem caused by interpersonal con-
flicts (e.g., “You are a student at a university, and you have 
interpersonal conflicts with your roommate named Xiao 
Li. You feel that Xiao Li always plays loud music in the 
dormitory, and… This interpersonal conflict issue has 
had a negative impact on your psychological well-being. 
You have started feeling anxious and experiencing insom-
nia… So, you want to seek advice from AI/Human to help 
you overcome this difficult time”). The cognitive analyti-
cal scenarios involved consulting on knowledge related 
to childhood autism. After reading the scenario materi-
als and completing an attention check, participants given 
a questionnaire to gather demographic information and 
assess they consultation intention, cognitive trust and 
affective trust.

Measures
Consultation intention scale. Same as study 1. The scale 
demonstrated good internal consistency reliability with 
Cronbach’s α coefficients of 0.87 in study 2.

Cognitive trust and affective trust Scale. Cognitive 
trust and affective trust Scale was adapted from Huang 
et al.‘s measurement of trust in robots [34]. Each subscale 
consisted of three items, such as “I trust (AI or human’ 
name) because it will handle the problem professionally” 
and “I trust (AI or human’ name) because it makes me 
feel comfortable and at ease.” The items were scored on a 
7-point Likert scale ranging from “1 = strongly disagree” 
to “7 = strongly agree.” Higher scores indicate a higher 
level of cognitive or affective trust in the human/AI in the 
given scenarios. The total scale demonstrated good inter-
nal consistency reliability with Cronbach’s α coefficients 
of 0.92, and 0.81, 0.92 for cognitive trust and affective 
trust, respectively.

Statistical analyses
First, to validate the robustness of the findings in Study 1, 
a two-way analysis of variance (ANOVA) was conducted 
with consultation intention as the dependent variable and 
counselor type (AI or human) and psychological counsel-
ing scenarios (cognitive analytical, social emotional) as 
independent variables.

Second, to test the mediating role of cognitive and 
affective trust, the Model 4 in PROCESS macro by 
Hayes (2013) for SPSS was utilized [54]. Gender and age 
were controlled for, cognitive trust and affective trust 
were proposed as parallel mediators in the relationship 
between counselor type (human = 0, AI = 1) and consulta-
tion intention. A bootstrap sample size of 5000 was used, 
employing bias-corrected bootstrapping with a 95% con-
fidence interval. This analysis was conducted separately 
for the two psychological counseling scenarios to exam-
ine the mediating effects.

Finally, a moderated mediation analysis was performed 
using the Model 15 in PROCESS macro for SPSS devel-
oped by Hayes [54]. Gender and age were controlled for, 
and a moderated mediation model was constructed with 
cognitive trust and affective trust as the mediating vari-
ables and psychological counseling scenarios as the mod-
erating variable. Furthermore, in order to understand the 
essence of the moderation effect, simple slope tests were 
conducted [55].

Result
Descriptive and differential analysis
The scores of cognitive trust, affective trust, and consul-
tation intention in each group were shown in Table  2. 
The results of One-way analysis of variance (ANOVA) 
showed a significant main effect of the counselor type, F 
(1, 174) = 10.57, p < 0.001, η² = 0.06. People exhibited sig-
nificantly higher consultation intention towards human 
counselor compared to AI. The main effect of psycho-
logical counseling scenarios was not significant, F (1, 
174) = 0.61, p = 0.44, η²= 0.003. The interaction effect 
between counselor type and psychological counseling 
scenarios was not significant, F (1, 174) = 2.68, p = 0.10, 
η²= 0.02. Planned contrast analyses indicated that the 
AI-social emotional group (M = 4.65, SD = 1.23) had sig-
nificantly lower scores compared to the Human-social 
emotional group (M = 5.50, SD = 0.92), p < 0.001. While 
the score of AI-cognitive analytical group (M = 5.09, 
SD = 0.77) had no significantly difference with human-
cognitive analytical group (M = 5.30, SD = 1.43), p = 0.37. 
The results reconfirmed hypothesis 1, indicated that peo-
ple’s preference for human counselors in the social emo-
tional scenario was robust.

Table 2 Scores (M ± SD) of each group on different variables
Consul-
tation 
intention

Cognitive 
trust

Affective 
trust

Human- counseling 
question(n = 49)

5.50 ± 0.92 5.59 ± 0.94 5.52 ± 1.02

Human-knowledge 
question(n = 43)

5.30 ± 1.43 5.43 ± 1.16 5.25 ± 1.31

AI- counseling question(n = 45) 4.65 ± 1.23 4.64 ± 1.16 4.39 ± 1.33
AI- knowledge question(n = 43) 5.09 ± 0.77 4.77 ± 0.75 4.44 ± 1.04
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The mediating role of cognitive and affective trust
As shown in Fig. 2, in the social emotional scenario, the 
counselor type (human/AI) significantly and negatively 
predicted cognitive trust (β = -0.43, p < 0.001) and affec-
tive trust (β = -0.42, p < 0.001). Moreover, cognitive trust 
(β = 0.37, p < 0.001) and affective trust (β = 0.46, p < 0.001) 
significantly and positively predicted consultation inten-
tion. However, the direct effect between the counselor 
type and consultation intention was not significant (β 
= -0.01, p = 0.92). These results suggest that cognitive 
trust and affective trust play a completely mediating role 
between the counselor type and consultation intention in 
the social emotional scenario.

Note ns = no significant, *p < 0.05, **p < 0.01, ***p < 0.001. 
The coefficients in the figure are standardized coefficients.
As shown in Fig.  3, in the cognitive analytical scenario, 
the counselor type (human/AI) significantly and nega-
tively predicted cognitive trust (β = -0.34, p < 0.001) and 
affective trust (β = -0.35, p < 0.01). Moreover, cognitive 

trust (β = 0.67, p < 0.001), affective trust (β = 0.28, p < 0.01) 
and counselor type (β = 0.19, p < 0.01) significantly and 
positively predicted consultation intention. These results 
suggest that cognitive trust and affective trust play a par-
tial mediating role between the counselor type and con-
sultation intention in the cognitive analytical scenario.

These results supported hypotheses 2. Cognitive trust 
and affective trust were proposed as parallel mediators in 
the relationship between counselor type (human/AI) and 
consultation intention.

Examination of the moderated mediation model
The results of testing a moderated mediation model indi-
cated that the interaction between cognitive trust and 
psychological counseling scenarios significantly pre-
dicted consultation intention (β = 0.16, t = 2.15, p < 0.05). 
Similarly, the interaction between the counselor type 
and psychological counseling scenarios significantly pre-
dicted consultation intention (β = 0.10, t = 2.19, p < 0.05). 
However, the interaction between affective trust and 

Fig. 3 The suppression effect in the cognitive analytical scenario

 

Fig. 2 The fully mediating role of cognitive and affective trust in the social emotional scenario
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social emotional scenario did not significantly predict 
consultation intention (β = -0.09, t = -1.23, p > 0.05). 
These results confirmed hypothesis 3 and 4, but did not 
provide support for hypothesis 5, which indicated that 
psychological counseling scenarios moderated the rela-
tionship between the counselor type/ cognitive trust and 
consultation intention.

The results of the simple slope test were shown in 
Fig.  4. In the social emotional scenario, the predictive 
effect of the counselor type on consultation intention was 
not significant (βsimple = -0.01, t = -0.06, p > 0.05), while 
the predictive effect of cognitive trust on consultation 
intention was significant (βsimple = 0.36, t = 3.46, p < 0.001). 
In the cognitive analytical scenario, the predictive effect 
of the counselor type on consultation intention was sig-
nificant (βsimple = 0.20, t = 2.99, p < 0.01), as well as the pre-
dictive effect of cognitive trust on consultation intention 
(βsimple = 0.68, t = 6.86, p < 0.001).

Discussion
The present study aims to investigate the direct impact 
of counselor type (human/AI) on consultation intention. 
Furthermore, this study examines the mechanism of cog-
nitive trust and affective trust in the relationship between 
counselor type and consultation intention, as well as the 
moderating role of psychological counseling scenarios on 
the relationship between counselor type/cognitive trust 
and consultation intention.

Algorithm aversion in social emotional scenario
The results indicate that individuals exhibited algorithm 
aversion in the social emotional scenario. Even when 
the same answers were provided in identical scenarios, 
individuals showed a significantly higher intention to 
consult with human counselors than with AI. After cog-
nitive and affective trust were added to the model, it was 
found that both cognitive trust and affective trust fully 
mediated the relationship between counselor type and 
consultation intention. It is not surprising that individu-
als were easier to establish cognitive trust and affective 

trust in interactions with human counselors [4, 37]. On 
one hand, these results reflect the specific preferences 
and psychological needs of individuals for social interac-
tion [34]. When individuals seek counseling for problems 
of mental health, they often desire emotional connec-
tion, an opportunity to express their inner troubles, and 
to receive emotional support and understanding. On the 
other hand, the results also shed light on people’s nega-
tive stereotypical impressions and attitudes towards AI, 
as lacking experience and being incapable of providing 
emotional support and understanding similar to human 
counselors [56]. These perceptions subsequently influ-
ence people’s intention to utilize AI-driven services.

These findings highlight the significance of establish-
ing social relationships between the client and counselor, 
whether they are human or AI. Despite researchers sug-
gesting that individuals treat computers in a similar way 
to social members by incorporating norms, categories, 
and expectations into human-computer interactions [57], 
daily encounters with AI often lead to perceptions of AI 
as lacking complete mental attributes [58, 59] and elicit 
fewer experiences of social contact during human-AI 
interactions [9, 60]. According to the Machine Heuris-
tic Model, when individuals perceive they are interact-
ing with a machine rather than a human, it automatically 
triggers stereotypical impressions about machines, thus 
influencing their behavior [42]. If individuals perceive 
AI as lacking experiences, they may deny its humanity 
and subsequently refuse to engage in equal interaction. 
Therefore, establishing trust between humans and AI 
clearly encounters more obstacles compared to establish-
ing trust between humans in social emotional scenarios, 
resulting in a lower intention to seek consultation.

For AI psychological counselors, it is important to 
establish emotional trust with clients. However, the limi-
tations of AI counselors in terms of social and emotional 
capabilities exist. Therefore, it is unreasonable to directly 
apply theories developed for human-to-human trust rela-
tionships. Research has shown that when AI chatbots 
provide empathetic advice [61] or when AI service agents 

Fig. 4 The moderating effect of psychological counseling scenarios
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are perceived as understanding and displaying human 
emotions [62], people tend to trust them more and are 
more willing to adopt the technology. Empathy is a criti-
cal skill in psychological counseling, and how to enable 
people to perceive AI’s empathetic capabilities should be 
an important direction for establishing emotional trust 
between AI and clients for future research.

AI could serve as a substitute for human in some scenarios
When the task requirements align with the strengths of 
AI, people are more likely to accept it. This study did not 
find statistically significant differences in consultation 
intention between humans and AI in cognitive analytical 
scenarios. However, when cognitive trust and affective 
trust were introduced into the model, the counselor type 
significantly and positively predicted consultation inten-
tion. Similarly, the results also show that psychological 
counseling scenarios moderate the relationship between 
the counselor type and consultation intention, indicating 
that in cognitive analytical scenarios, the counselor type 
(with humans as the baseline) has a stronger predictive 
ability for consultation intention. This is consistent with 
previous research findings that people tend to be more 
inclined to accept AI in contexts that emphasize cogni-
tive analytical [43, 48, 51]. The cognitive advantage in 
AI’s analytical capabilities enables it to meet people’s 
needs for efficient, reliable, and objective services. There-
fore, when people realize that AI can better fulfill their 
requirements in specific tasks, they are more inclined to 
accept AI as partners or consultants.

Interestingly, there is a suppressing effect in the rela-
tionship model between cognitive trust, counselor type, 
and counseling intentions in cognitive analytical scenar-
ios. In people’s perception, AI has a unique advantage in 
processing large-scale data, conducting complex analysis, 
and making decisions unaffected by emotions and sub-
jective factors [63]. It is expected that people would find 
it easier to establish cognitive trust with AI in the cogni-
tive analytical scenario. However, this study reveals con-
trary findings that the counselor type significantly and 
negatively predicts cognitive trust and also has a nega-
tive impact on consultation intention through cognitive 
trust in cognitive analytical scenarios. The traditional 
mediation model introduces a third variable to explain 
“how X affects Y,” and the mediation process provides the 
“mechanism through which X influences Y.” However, in 
the current study, the sign symbol of the indirect effect is 
opposite to that of the direct effect, indicating the pres-
ence of suppressing effects [64]. In this case, the logical 
modeling of the mediation model shifts from the tradi-
tional mediation model of “how X influences Y” to “how 
X does not influence Y.”

There are some reasons that could explain this result. 
Firstly, it could be attributed to the fact that during 

that time, AI systems were not yet highly “intelligent.” 
Research has shown that people have a high sensitivity 
to errors made by AI algorithms and a low tolerance for 
them [13, 46]. Therefore, user’s past negative experiences 
might rapidly erode people’s trust in AI and make them 
less inclined to use AI decision-making [22, 65], even in 
cognitive analytical scenarios that don’t emphasize social 
emotional interaction. Indeed, this further suggests that 
an important reason for people rejecting AI algorithmic 
decisions may be a lack of trust in AI algorithms [66], 
and increasing trust could reduce suspicions about the 
AI agent and its capabilities. Furthermore, considering 
that the counselor type negatively affects consultation 
intention through cognitive trust, it is possible that there 
are other unaccounted or uncontrolled key factors that 
positively influence consultation intention. For example, 
AI and its associated applications demonstrate clear 
affordability and accessibility, leading to a smaller “inten-
tion-action gap” [46]. When faced with relevant issues, 
seeking advice from a human counselor not only requires 
more time but sometimes also involves financial costs. In 
contrast, AI algorithms (programs or applications) with 
different functionalities are often readily available and 
free.

Implications
This study has several important implications. Firstly, it 
represents a pioneering attempt to investigate AI aver-
sion in the context of psychological counseling by exam-
ining the impact of the counselor type on consultation 
intention. The findings reveal that individuals are more 
inclined to seek further counseling from human coun-
selors in social emotional scenarios, indicating the uni-
versality of AI aversion. Secondly, this study extends the 
concept of interpersonal trust from psychotherapy to 
the therapeutic relationship between humans and AI. 
The results validate the mediating role of cognitive and 
affective trust in the relationship between the counselor 
type and consultation intention. Furthermore, it sug-
gests that the trust-building process between humans 
may not directly apply to human-machine trust, although 
the definition of trust in human-machine interaction is 
similar to that in human-human interaction [67]. Explor-
ing additional factors that influence the establishment of 
trust between humans and AI can be helpful for improv-
ing people’s intention to accept AI psychological coun-
seling. For example, adding transparency design (such as 
explaining decision logic) and emotional feedback mod-
ules to the AI consultation interface can improve user 
trust. Lastly, this study also examines the differences in 
people’s consultation intention towards humans vs. AI in 
different psychological counseling scenarios. The results 
reflect that AI could play a partially substitutive and com-
plementary role in human psychological counseling. It 
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means that AI pre-processing (e.g. initial screening, ques-
tionnaire collection) can reduce the administrative work-
load of human consultants, allowing them to focus on 
high-value interventions. Meanwhile, in less developed 
regions, AI counselling can be used as a transitional solu-
tion to alleviate the shortage of professional counsellors 
and promote universal access to mental health services. 
Therefore, integrating AI assistants into counseling train-
ing programs could help practitioners develop  human-
AI collaboration competencies , a critical skill for future 
mental health systems .

Limitations and future research
There are certain limitations of the present study. Firstly, 
the participants in this study were aged between 17 and 
30. However, it is acknowledged that different popula-
tions may hold diverse expectations and preferences 
towards AI, influenced by factors such as educational lev-
els and AI literacy [68]. Thus, future research should aim 
to include a more representative sample encompassing 
a broader age range and population. Secondly, given the 
rapid advancements in AI technology and the increas-
ing prevalence of related products, people’s attitudes 
towards AI may have evolved over time. For example, 
existing research indicates that human trust in AI robots 
grows from initially low levels as the level of interaction 
increases [69]. Incorporating longitudinal tracking meth-
ods could provide valuable insights into the development 
of trust between humans and AI, as well as its impact 
on consultation intention towards AI. Such an approach 
would enable a more comprehensive understanding of 
the dynamics involved. Lastly, it is worth noting that a 
suppressing effect was observed in the mediation model 
in the cognitive analytical scenario, indicating that the 
underlying mechanisms influencing consultation inten-
tion were complex and there may be other important 
factors at play. Exploring the potential mechanisms 
that shape human/AI psychological consultation inten-
tion from multiple perspectives is important for future 
research.

Conclusion
This study identifies the presence of algorithm aversion 
in AI psychological counseling, indicating its universal-
ity and robustness. Additionally, the concept of trust is 
extended from human-human psychological counsel-
ing to human-AI psychological counseling, and the sig-
nificance of cognitive trust and affective trust in fostering 
individuals’ intention to seek counseling is empirically 
verified. Furthermore, AI is found to be a potential sub-
stitute in cognitive analytical scenarios, but there remains 
a need to enhance individuals’ cognitive trust in AI. 
These findings highlight the importance of addressing 
trust factors in the context of human-AI interactions to 

improve the effectiveness and acceptance of AI-assisted 
psychological counseling.
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